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#### Abstract

The dispersion expansion for the spin correlation function in the two-dimensional Ising model with linear defects above $T_{c}$ is derived. The asymptotic behavior is computed by a steepest descent analysis. The lattice is divided into four domains with different asymptotic behaviors. In particular, the correlation length inside certain domains is a function of the defect.
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## 1. INTRODUCTION

Since the famous solution of Onsager ${ }^{(1)}$ demonstrating exactly that there is a phase transition in the two-dimensional Ising model, it has been natural to divide the discussion of such systems into two parts: the low-temperature and the high-temperature phases. There is also the case at the critical temperature, which requires different techniques and will not be considered here.

It was shown by Kramers and Wannier ${ }^{(2)}$ that the high- and low-temperature phases are related by a dual transformation, namely, a lattice with horizontal and vertical bonds $E_{1} / k T$ and $E_{2} / k T$ are transformed into the dual lattice with bonds $\left(E_{2} / k T\right)^{*}$ and $\left(E_{1} / k T\right)^{*}$, satisfying

$$
\begin{equation*}
\sinh \frac{2 E_{i}}{k T} \sinh \left(\frac{2 E_{i}}{k T}\right)^{*}=1, \quad i=1,2 \tag{1.1}
\end{equation*}
$$

[^0]The critical temperature of the Onsager Ising lattice can be obtained by requiring that the critical point be the self-dual point,

$$
\begin{equation*}
\sinh \frac{2 E_{1}}{k T_{c}} \sinh \frac{2 E_{2}}{k T_{c}}=1 \tag{1.2}
\end{equation*}
$$

In part I of this work ${ }^{(3)}$ we studied an Ising model that is not self-dual; nevertheless, it has an order-disorder phase transition at the same critical temperature as in Onsager's lattice given above. The model studied is a defect model, in which the nearest neighbor interaction in the center rows on the two-dimensional lattice is modified, as shown in Fig. 1 in paper I; the boundary conditions are periodic for the pure-phase case. ${ }^{(4)}$ This model contains two special cases ${ }^{(5)}$ which are dual to one another, the line-defect model $\left(E_{2}^{\prime} \rightarrow \infty\right)$ and the ladder-defect model ( $E_{1}^{\prime}=E_{1}$ ).

In I, we computed the spin-spin correlation function in the low-temperature regime. In this paper, we study the spin-spin correlation in the high-temperature regime.

The dispersion expansion for the spin-spin correlation function below $T_{c}$ was given in I ; it splits into the case where the spins are on the same side of the defect and the case where they are on opposite sides. It was found that in the scaling limit, the defect couplings $E_{1}^{\prime}$ and $E_{2}^{\prime}$ appear in the correlation only in the defect parameter $\tau$,

$$
\begin{equation*}
\tau=\operatorname{sgn}\left(T-T_{c}\right) \tanh \left[2\left(2 E_{1}^{\prime}-E_{1}-E_{2}^{\prime *}\right) / k T_{c}\right] \tag{1.3}
\end{equation*}
$$

The contours of $\tau$ in $E_{1}^{\prime}-E_{2}^{\prime}$ space are shown in Fig. 2 in paper I for $E_{1}=$ $E_{2} \cong 0.44$ in units of $k T_{c}$. The function $\tau$ is antisymmetric if it is reflected with respect to the point $E_{1}^{\prime}=E_{1} / 2, E_{2}^{\prime}=0$, which is marked with an open circle in the figure. The general tendency of $\tau$, which takes values between -1 and 1 , is that it rises sharply near zero for increasing $E_{1}^{\prime}$ and its magnitude drops sharply near 1 for increasing $\left|E_{2}^{\prime}\right|$. At the line $E_{2}^{\prime}=0$, which is the half-plane case, $\tau$ is discontinuous, depending on whether the limit is approached ferromagnetically or antiferromagnetically. The pure system is at the solid circle, which is embedded in a smooth curve; therefore an interesting phenomenon is that for any system with nonzero value of $E_{2}^{\prime}$, say, we can find an $E_{1}^{\prime}$ to cancel $\tau$, so that it is equivalent to the pure system.

We also computed the asymptotic decay in I for large separations between the spins and from the defect. It was found that if $\tau>0$ the correlation length in certain domains becomes defect dependent; fix one spin $\sigma_{y, 0}$; then the domain for the second spin $\sigma_{y 2, x}$ where this occurs is defined by the defect, a straight line, and a parabola given by

$$
\begin{align*}
y_{2}+\tau \bar{\tau}^{-1} x & =y_{1}  \tag{1.4}\\
\left(\tau x-\bar{\tau} y_{2}+\bar{\tau} y_{1}\right)^{2} & =4 \tau y_{1}\left(\bar{\tau} x+\tau y_{2}\right) \tag{1.5}
\end{align*}
$$

where $\bar{\tau}^{2}=1-\tau^{2}$. This is shown in Fig. 3 in paper I.
These features are shared by the high-temperature case. From the sign factor in (1.3), it is clear that the effects of defects in the two phases are opposite. The explicit results in this paper are given in (3.5) and (4.2) for the dispersion expansion on the lattice and in the scaling limit, and in (4.4)-(4.10) for the asymptotic behavior. We also give the dispersion expansion for the case for one spin on the defect for the line-defect model in Appendix C.

## 2. FORMULATION OF THE PROBLEM

In ref. 6 it was shown, using the transfer matrix method of Onsager and Kaufman, ${ }^{(7)}$ that the spin-spin correlation function is expressed in terms of a block Toeplitz matrix

$$
\left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle=\operatorname{det}^{1 / 2}\left(\begin{array}{cc}
A_{0}+A_{11} & A_{12}  \tag{2.1}\\
A_{21} & A_{0}+A_{22}
\end{array}\right)
$$

in which the submatrices are $2 \times 2$ block Toeplitz matrices given below:

$$
\left(A_{0}\right)_{k j}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi}\left(\begin{array}{cc}
0 & C(\phi)  \tag{2.2}\\
-C(\phi)^{-1} & 0
\end{array}\right)
$$

where the function $C(\phi)$ is defined in (I.A.1); and

$$
\begin{align*}
& \left(A_{p q}\right)_{k j}=\sum_{s=1}^{2}\left(A_{p q}^{s}\right)_{k j}  \tag{2.3a}\\
& \left(A_{p q}^{s}\right)_{k j}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi} X_{p q}^{s}(\phi) b_{p q}^{s}(\phi) \tag{2.3~b}
\end{align*}
$$

with $X_{p q}^{s}(\phi)$ a function and $b_{p q}^{s}(\phi)$ a $2 \times 2$ matrix given in (I.A.4) and (I.2.7), respectively; and $p, q=1,2$ and $k, j=0, \ldots, \infty$.

In ref. 3 , we calculated (2.1) by expanding the determinant around $A_{0}$, which involves explicit use of $\operatorname{det}\left(A_{0}\right)$ and $A_{0}^{-1}$. That procedure was practical for $T<T_{c}$ because the function $C(\phi)$ satisfies the condition necessary to evaluate $\operatorname{det}\left(A_{0}\right)$ and $A_{0}^{-1}$ from Szeg̈o's theorem and Wiener-Hopf method, ${ }^{(8)}$ namely, $\ln C(\phi)$ is continuous and periodic. For $T>T_{c}$, however, $C(\phi)$ does not satisfy the condition; it is $\bar{C}(\phi) \equiv e^{i \phi} C(\phi)$ that does. A known method ${ }^{(8)}$ of attack in this case is to devise a comparison matrix
containing $\bar{C}(\phi)$. This comparison matrix is such that the procedure described in I can be applied and the ratio with the original one can be calculated.

Denote the matrix on the right-hand side of (2.1) as $A$ and the comparison matrix yet to be defined as $\bar{A}$. The guideline is to construct an $\bar{A}$ containing a submatrix $\bar{A}_{0}$ analogous to $A_{0}$, but with $\bar{C}(\phi)$ replacing $C(\phi)$ in (2.2). This should be done in such a way that we can evaluate $\operatorname{det}(A) / \operatorname{det}(\bar{A})$.

We can achieve the above by defining $\bar{A}$ as that obtained through adding a row and a column to $A$. This gives

$$
\bar{A}=\left(\begin{array}{cc}
\bar{A}_{0}+\bar{A}_{11} & \bar{A}_{12}  \tag{2.4}\\
\bar{A}_{21} & \bar{A}_{0}+\bar{A}_{22}
\end{array}\right)
$$

where, similar to those in $A$,

$$
\left(\bar{A}_{0}\right)_{k j}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi}\left(\begin{array}{cc}
0 & \bar{C}(\phi)  \tag{2.5}\\
-\bar{C}(\phi)^{-1} & 0
\end{array}\right)
$$

and

$$
\begin{align*}
& \left(\bar{A}_{p q}\right)_{k j}=\sum_{s=1}^{2}\left(\bar{A}_{p q}^{s}\right)_{k j}  \tag{2.6a}\\
& \left(\bar{A}_{p q}^{s}\right)_{k j}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi} X_{p q}^{s}(\phi) \bar{b}_{p q}^{s}(\phi) \tag{2.6b}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{b}_{p q}^{s}=\binom{\bar{C}_{-}}{(-1)^{p s}\left(-i \bar{C}_{+}^{-1}\right)}\left[(-1)^{q s}\left(i \bar{C}_{-}^{-1}\right), \bar{C}_{+}\right] \tag{2.7}
\end{equation*}
$$

The functions $\bar{C}_{ \pm}$come from the canonical factorization of $\bar{C}$; explicitly,

$$
\begin{equation*}
\bar{C}_{+}(\phi)=\bar{C}_{-}(-\phi)^{-1}=\left(1-\alpha_{1} e^{i \phi}\right)^{1 / 2}\left(1-\alpha_{2}^{-1} e^{i \phi}\right)^{1 / 2} \tag{2.8}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$, defined in (I.A.2), are functions of $\tanh \left(E_{j} / k T\right), j=1,2$.
The above- $T_{c}$ spin correlation will be calculated by multiplying and dividing (2.1) by $\operatorname{det}(\bar{A})$,

$$
\begin{equation*}
\left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle=(\operatorname{det} \bar{A})^{1 / 2}(\operatorname{det} A / \operatorname{det} \bar{A})^{1 / 2} \tag{2.9}
\end{equation*}
$$

The calculation for $\operatorname{det}(\bar{A})$ is completely analogous to that for $\operatorname{det}(A)$ in I , and the result is given in Appendix A. Here we concentrate on the ratio, which has no analog in I.

Since deleting the first row and column of $\bar{A}$ gives $A$, the ratio of their determinants is, by Jacobi's theorem, ${ }^{(8)}$

$$
\begin{equation*}
\left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle=(\operatorname{det} \bar{A})^{1 / 2}\left|\left(\bar{A}^{-1}\right)_{*}\right| \tag{2.10}
\end{equation*}
$$

in which the subscript asterisk on the right-hand side represents the upper leftmost element in the upper right quadrant of the matrix.

We will compute $\left(\bar{A}^{-1}\right)_{*}$ in the next section. The computation bears some similarity with that in I, because we again make an expansion around $\bar{A}_{0}$, using the fact that we know $\bar{A}_{0}^{-1}$. More precisely, what we need is its Fourier transform:

$$
\begin{equation*}
\sum_{k, j=0}^{\infty}\left(\bar{A}_{0}^{-1}\right)_{k j} e^{i(k \phi-j \phi)}=\frac{\bar{a}^{+}(\phi) \bar{a}^{-}(\theta)}{1-e^{i(\phi-\theta+i \varepsilon)}} \tag{2.11}
\end{equation*}
$$

with $\varepsilon \rightarrow 0^{+}$and

$$
\bar{a}^{+}(\phi)=\left(\begin{array}{cc}
0 & -\bar{C}_{+}(\phi)  \tag{2.12}\\
\bar{C}_{+}(\phi)^{-1} & 0
\end{array}\right), \quad \bar{a}^{-}(\phi)=\left(\begin{array}{cc}
\bar{C}_{-}(\phi)^{-1} & 0 \\
0 & \bar{C}_{-}(\phi)
\end{array}\right)
$$

Formulas (2.11) and (2.12) are completely analogous to the below- $T_{c}$ case. In addition, we need

$$
\begin{align*}
& \sum_{k=0}^{\infty}\left(\bar{A}_{0}^{-1}\right)_{k 0} e^{i k \phi}=\bar{a}^{+}(\phi)  \tag{2.13}\\
& \sum_{j=0}^{\infty}\left(\bar{A}_{0}^{-1}\right)_{0 j} e^{-i j \theta}=-i \sigma_{y} \bar{a}^{-}(\theta)
\end{align*}
$$

where $\sigma_{y}$ is the Pauli matrix. The need for (2.13) arises in the calculation of $\left(\bar{A}^{-1}\right)_{*}$, because the expression is no longer cyclic as in the low-temperature case, but has ends at the $k=j=0$ block.

## 3. DISPERSION EXPANSION

As outlined above, we calculate $\left(\bar{A}^{-1}\right)_{*}$ by separating out the $\bar{A}_{0}$ part to make an expansion for $\bar{A}^{-1}$; we use the identity

$$
\begin{equation*}
\bar{A}^{-1}=(1+\bar{R})^{-1}\left(\bar{A}_{0}^{-1} \otimes I_{2}\right)=\sum_{k=0}^{\infty}(-1)^{k} \bar{R}^{k}\left(\bar{A}_{0}^{-1} \otimes I_{2}\right) \tag{3.1}
\end{equation*}
$$

where $I_{2}$ is the two by two unit matrix, and

$$
\bar{R}=\left(\begin{array}{ll}
\bar{A}_{0}^{-1} \bar{A}_{11} & \bar{A}_{0}^{-1} \bar{A}_{12}  \tag{3.2}\\
\bar{A}_{0}^{-1} \bar{A}_{21} & \bar{A}_{0}^{-1} \bar{A}_{22}
\end{array}\right)
$$

To get the desired element of (3.1), we first compute $\bar{R}^{k}$ in terms of $\bar{A}_{0}$ and $\bar{A}_{p q}$. It is straightforward to show that

$$
\begin{align*}
& {\left[\bar{R}^{k}\left(\bar{A}_{0}^{-1} \times I_{2}\right)\right]_{*}} \\
& \quad=\sum_{\left\{p_{j}, s_{j}\right\}} \sum_{\left\{n_{i}\right\}} \prod_{j=1}^{k}\left[\left(\bar{A}_{0}^{-1}\right)_{n_{2 j-2}, n_{2 j-1}}\left(\bar{A}_{p_{j-1} p_{j}}^{s_{j}}\right)_{n_{2 j-1}, n_{2 j}}\right]\left(\bar{A}_{0}^{-1}\right)_{n_{2 k}, 0} \tag{3.3}
\end{align*}
$$

where the summations are over $p_{j}=1,2, j=1,2, \ldots, k-1$, with $p_{0}=1$, $p_{k}=2 ; s_{j}=1,2, j=1,2, \ldots, k ;$ and over $n_{i}=0, \ldots, \infty, i=1, \ldots, 2 k$, with $n_{0}=0$.

Substituting (2.6) in (3.3), and using Eqs. (2.11) and (2.13), we are led to multiple integrals containing expressions of the form

$$
\begin{equation*}
(1,0)\left(-i \sigma_{y}\right) \prod_{j=1}^{k}\left[\bar{a}^{-}\left(\phi_{j}\right) \bar{b}_{p_{j-1} p_{j}}^{s_{j}}\left(\phi_{j}\right) \bar{a}^{+}\left(\phi_{j}\right)\right]\binom{1}{0} \tag{3.4}
\end{equation*}
$$

The explicit formulas for the $2 \times 2$ matrices $\bar{a}^{ \pm}(\phi)$ and $\bar{b}_{p q}^{s}(\phi)$ are given in (2.12) and (2.7), respectively; and (3.4) can be easily computed. With the above, the dispersion expansion is obtained.

Thus the desired expansion is the following:

$$
\begin{align*}
\left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle= & (\operatorname{det} \bar{A})^{1 / 2} \left\lvert\, \sum_{k=1}^{\infty}\left(\frac{-i}{2 \pi}\right)^{k} \sum_{\left\{p_{j}, s_{j}\right\}} \int_{-\pi}^{\pi} d \phi_{1} \cdots \int_{-\pi}^{\pi} d \phi_{k}\right. \\
& \times \bar{H}_{p_{1}}^{s_{1}}\left(\phi_{1}\right) \bar{K}_{p_{1} p_{2}}^{s_{1} s_{2}}\left(\phi_{1}, \phi_{2}\right) \bar{K}_{p_{2} p_{3}}^{s_{2} s_{3}}\left(\phi_{2}, \phi_{3}\right) \cdots \bar{K}_{p_{k-1}}^{s_{k-1}} s_{k}\left(\phi_{k-1}, \phi_{k}\right) \tag{3.5a}
\end{align*}
$$

where the summations over $p_{j}$ and $s_{j}$ are those following (3.3); the integrand is reduced to $\bar{H}_{2}^{s}\left(\phi_{1}\right)$ if $k=1$; and the kernel is given by

$$
\begin{equation*}
\bar{K}_{p q}^{s t}(\phi, \theta)=\frac{X_{p q}^{t}(\theta)}{1-e^{i(\phi-\theta+i \varepsilon)}}\left[1-(-1)^{p(s+t)} \frac{\bar{C}_{+}}{\bar{C}_{-}}(\phi) \frac{\bar{C}_{-}}{\bar{C}_{+}}(\theta)\right] \tag{3.5b}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{H}_{p}^{s}(\phi)=i(-1)^{s} X_{1 p}^{s}(\phi) \bar{C}_{-}(\phi) \bar{C}_{+}(\phi)^{-1} \tag{3.5c}
\end{equation*}
$$

## 4. CONTINUUM LIMIT AND ASYMPTOTIC BEHAVIORS

The critical temperature $T_{c}$ for the defect system is the same as for its homogeneous special case, and is given by (1.2). We consider the scaling limit, which is the limit for $T \rightarrow T_{c}$, the correlation length $\xi \rightarrow \infty$, and the scaled distance $r \sim R / \xi$ is kept fixed.

Let $\xi_{h}$ and $\xi_{v}$ be the horizontal and vertical correlation lengths, respectively, in the pure system. Near $T_{c}$, they diverge linearly with $T$ as in
(I.4.7). Define the scaled distance, $x$, the $y$ 's, and the scaled integration variable $w$ as follows:

$$
\begin{equation*}
x=\frac{n}{\xi_{h}}, \quad y_{1}=\frac{|l|}{\xi_{v}}, \quad y_{2}=\frac{m}{\xi_{v}}, \quad y=\frac{m-l}{\xi_{v}}, \quad \bar{y}=\frac{m+l}{\xi_{v}}, \quad \phi=\frac{w}{\xi_{h}} \tag{4.1}
\end{equation*}
$$

It can be shown that the scaling form of (3.5) is

$$
\begin{align*}
& \lim \left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle\left(1-\alpha_{1}\right)(\operatorname{det} \bar{A})^{-1 / 2} \\
& =\left\lvert\, \sum_{k=1}^{\infty}\left(\frac{-i}{2 \pi}\right)^{k} \sum_{\left\{p_{j}, s_{j}\right\}} \int_{-\infty}^{\infty} d w_{1} \cdots \int_{-\infty}^{\infty} d w_{k}\right. \\
& \times \bar{F}_{p_{1}}^{s_{1}}\left(w_{1}\right) \bar{L}_{p_{1} p_{2}}^{s_{2}}\left(w_{1}, w_{2}\right) \bar{L}_{p_{2} p_{3}}^{s_{2} s_{3}}\left(w_{2}, w_{3}\right) \cdots \bar{L}_{p_{k-1}-12}^{s_{k}}\left(w_{k-1}, w_{k}\right) \mid  \tag{4.2a}\\
& \bar{L}_{p q}^{s t}(w, \rho)=\frac{Y_{p q}^{t}(\rho)}{\left(1+\rho^{2}\right)^{1 / 2}} \frac{\left(1+\rho^{2}\right)^{1 / 2}-(-1)^{p(s+i)}\left(1+w^{2}\right)^{1 / 2}}{w-\rho+i \varepsilon}  \tag{4.2b}\\
& \bar{F}_{p}^{s}(w)=-(-1)^{s} Y_{1 p}^{s}(w)\left(1+w^{2}\right)^{-1 / 2} \tag{4.2c}
\end{align*}
$$

where the function $Y_{p q}^{s}(w)$, coming from scaling $X_{p q}^{s}(\phi)$, is given in (I.A.12), and the constant $\alpha_{1}$ is given in (I.A.2). Since this reduces to that of the pure system ${ }^{(9)}$ and the convergence problem there has been investigated, ${ }^{(10)}$ our results should be valid for a range of parameters.

Next we find the asymptotic behavior for (4.2) in the limit $y_{1}, y_{2}$, and $x \rightarrow \infty$. In the pure case this is

$$
\begin{equation*}
\left\langle\sigma_{0} \sigma_{r}\right\rangle=e^{-r} /(2 \pi r)^{1 / 2} \tag{4.3}
\end{equation*}
$$

Note that we have absorbed a renormalization factor $\bar{M}^{2}$, the disorder expectation, in the left-hand side. For the defect model, the correlation function below is renormalized by the local value $\bar{M}_{i} \bar{M}_{m}$.

Equation (4.3) is of the Ornstein-Zernike form, ${ }^{(11)}$ since there is no special symmetry to destroy the OZ behavior as in the low-temperature case. Although there is this basic difference between the low- and high-temperature phases, the main features peculiar to the defect system are quite similar. These include the very different behaviors for the $l<0<m$ and $0<$ $l<m$ cases and the appearance of defect-dependent correlation lengths.

The defect strength in the scaling limit is defined as

$$
\begin{equation*}
\tau=\operatorname{sgn}\left(T-T_{c}\right) \tanh \left[2\left(2 E_{1}^{\prime}-E_{1}-E_{2}^{\prime *}\right) / k T_{c}\right] \tag{4.4}
\end{equation*}
$$

where the asterisk denotes the dual in the sense of (1.1).

Let

$$
\begin{equation*}
\left\langle\sigma_{y_{1}, 0} \sigma_{y_{2}, x}\right\rangle_{\tau}=f_{\tau}(r, \bar{r}, y)\left\langle\sigma_{0} \sigma_{r}\right\rangle_{0}+\tau g_{\tau}(r, \bar{r}, y) \tag{4.5}
\end{equation*}
$$

In the pure limit, $\tau=0$ and $f_{0}(\cdots)=1$; in general, $f_{\tau}$ and $g_{\tau}$ are the following:

1. for $y_{1} \ll 0 \ll y_{2}$,

$$
\begin{align*}
& f_{\tau}(r, \bar{r}, y)=\bar{\tau} y /(y-r \tau)  \tag{4.6}\\
& g_{\tau}(r, \bar{r}, y)=\Theta(\tau-y / r) \exp (-y \tau-x \bar{\tau}) \tag{4.7}
\end{align*}
$$

2. for $0 \ll y_{1} \ll y_{2}$,

$$
\begin{align*}
f_{\tau}(r, \bar{r}, y) & =1  \tag{4.8}\\
g_{\tau}(r, \bar{r}, y) & =\frac{x}{\bar{y}-\bar{r} \tau} \frac{\exp (-\bar{r})}{(2 \pi \bar{r})^{1 / 2}}-(1-\tau)^{-1} \frac{r}{r+y} \frac{\exp \left(-r-2 y_{1}\right)}{2 \pi\left(2 y_{1}\right)^{3 / 2} r^{1 / 2}} \\
& +\Theta\left(\tau-\frac{\bar{y}}{\bar{r}}\right) \exp (-\bar{y} \tau-x \bar{\tau}) \tag{4.9}
\end{align*}
$$

where $\Theta(x)$ is the step function, and

$$
\begin{equation*}
r^{2}=x^{2}+y^{2}, \quad \bar{r}^{2}=x^{2}+\bar{y}^{2}, \quad \bar{\tau}^{2}=1-\tau^{2} \tag{4.10}
\end{equation*}
$$

The above result is obtained by a steepest descent analysis on the leading integrals in the expansion (4.2); all the other terms are exponentially smaller. The factor $\operatorname{det}(\bar{A})$, being analogous to the low-temperature case, has the asymptotic behavior

$$
\begin{equation*}
(\operatorname{det} \bar{A})^{1 / 2} \approx \bar{M}_{l} \bar{M}_{m}\left[1+O\left(e^{-2 r}\right)\right] \tag{4.11}
\end{equation*}
$$

Hence, it does not contribute to the leading exponential decay. The steepest descent analysis is similar to that shown in Appendix B of I, and is omitted here.

The terms containing defect-dependent correlation lengths (4.7) and (4.9) dominate when the $\Theta$ function is one. The conditions for this to occur is the same as in the low-temperature case, and is shown in Fig. 3 in paper I.

There is also the situation where one spin is on the defects. Although this case is contained in the dispersion expansions derived here and in I if the proper limit is taken, it has not been considered asymptotically because it is necessary to require both $y_{1}$ and $y_{2}$ large, in order to reduce the expansions to a finite number of terms. In Appendix $C$ we derive dispersion
expansions for this special case in the line-defect model for both $T<T_{c}$ and $T>T_{c}$. Those expansions are suitable for asymptotic analysis. It is reasonable to expect that by replacing the defect strength there by the general $\tau$ of (4.4) in the scaling limit, the result should be valid for the more general linear-defect model considered in this paper.

The study of correlation functions at criticality has drawn much attention due to its connection with conformal algebra. ${ }^{(12)}$ The dispersion expansions diverge at criticality, as the scaled distances approach zero. However, it is known that for the pure ${ }^{(9,13)}$ and the half-plane ${ }^{(14)}$ models, the dispersion expansions can be shown to satisfy nonlinear differential equations; the critical correlations are then obtainable from studying the nonlinear equations. A preliminary attempt to find if such equations exist for the defect model, following the method of ref. 13, excludes the possibility of a simple extension from the pure model.

## APPENDIX A. EXPANSIONS FOR DET( $\bar{A})$

Here we give the expansions for $(\operatorname{det} \bar{A})^{1 / 2}$ on the lattice and in the scaling limit. The matrix $\bar{A}$, defined in (2.4)-(2.7), is identical with matrix $A$ if we let $C(\phi) \rightarrow \bar{C}(\phi)$ in $A$. We can therefore write down the expansions, using the below- $T_{c}$ result, without much effort.

On the lattice,

$$
\begin{align*}
(\operatorname{det} \bar{A})^{1 / 2}= & \bar{M}^{2} \exp \left[-\sum_{k=1}^{\infty} \frac{1}{2 k}\left(\frac{-1}{2 \pi}\right)^{k} \sum_{\left\{p_{j}, s_{j}\right\}} \int_{-\pi}^{\pi} d \phi_{1} \cdots \int_{-\pi}^{\pi} d \phi_{k}\right. \\
& \left.\times \bar{K}_{p_{1} p_{2}}^{s_{1} s_{2}}\left(\phi_{1}, \phi_{2}\right) \bar{K}_{p_{2} p_{3}}^{s_{2} s_{3}}\left(\phi_{2}, \phi_{3}\right) \cdots \bar{K}_{p_{k} p_{1}}^{s_{k} s_{1}}\left(\phi_{k}, \phi_{1}\right)\right] \tag{A.1}
\end{align*}
$$

In the scaling limit,

$$
\begin{align*}
(\operatorname{det} \bar{A})^{1 / 2}= & \bar{M}_{l} \bar{M}_{m} \exp \left[-\sum_{k=2}^{\infty} \frac{1}{2 k}\left(\frac{-i}{2 \pi}\right)^{k} \sum_{\left\{p_{j}, s_{j}\right\}}^{\prime} \int_{-\infty}^{\infty} d w_{1} \cdots \int_{-\infty}^{\infty} d w_{k}\right. \\
& \left.\times \bar{L}_{p_{1} p_{2}}^{s_{1} s_{2}}\left(w_{1}, w_{2}\right) \bar{L}_{p_{2} p_{3}}^{s_{2} s_{3}}\left(w_{2}, w_{3}\right) \cdots \bar{L}_{p_{k} p_{1}}^{s_{k} s_{1}}\left(w_{k}, w_{1}\right)\right] \tag{A.2}
\end{align*}
$$

The summations are over $p_{j}=1,2, s_{j}=1,2, j=1,2, \ldots, k$, except that the terms with $p_{1}=p_{2}=\cdots=p_{k}$ are excluded in (A.2); and $\bar{K}_{p q}^{s t}$ is given in (3.5b) and $\bar{L}_{p q}^{s t}$ in (4.2b).

## APPENDIX B. RELATION WITH GENERATING FUNCTIONS

In this paper and in paper I, we start by presenting the spin-spin correlation function as the determinant of the infinite matrix given in (2.1)-(2.3). Those formulas come from a more general expression valid for layered Ising models, namely

$$
\left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle=\operatorname{det}^{1 / 2}\left(\begin{array}{cc}
G(l, l)_{k_{1} j_{1}} & G(l, m)_{k_{1} j_{2}}  \tag{B.1}\\
-G^{T}(l, m)_{k_{2} j_{1}} & G(m, m)_{k_{2} j_{2}}
\end{array}\right)
$$

where $k_{1}, j_{1}=-\infty, \ldots,-1,0$ and $k_{2}, j_{2}=-\infty, \ldots, 2 n-1,2 n$. The generating function $G(l, m)_{k j}$ is defined in terms of the row-to-row transfer matrices $T_{i}$ and the Clifford operators $\gamma_{i}$ :
$G(l, m)_{k j}=\frac{2 i}{\operatorname{tr} T} \operatorname{tr}\left(\cdots T_{2 l-1} T_{2 l}^{1 / 2} \gamma_{k} T_{2 l}^{1 / 2} T_{2 l+1} \cdots T_{2 m-1} T_{2 m}^{1 / 2} \gamma_{j} T_{2 m}^{1 / 2} T_{2 m+1} \cdots\right)$
where $T$ is the ordered product of all transfer matrices.
The generating function for the linear-defect model has been computed in ref. 6. It was shown to have a $2 \times 2$ block Toeplitz form. Let $[k, j]$ denote the block

$$
\begin{array}{ll}
(2 k+1,2 j+1) & (2 k+1,2 j+2) \\
(2 k+2,2 j+1) & (2 k+2,2 j+2) \tag{B.3}
\end{array}
$$

The generating function has the form

$$
\begin{equation*}
G(l, m)_{[k, j]}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi} \hat{G}(l, m) \tag{B.4}
\end{equation*}
$$

with $\hat{G}(l, m)$ a $2 \times 2$ matrix independent of $k$ and $j$.
The formulas (2.1)-(2.3) arise from (B.1) by a substitution of the explicit expressions for the generating functions from ref. 6 , and by a rearrangement of column and row indices. Specifically, the relation between the generating functions and the matrices in (2.1)-(2.3) is given by

$$
\begin{align*}
\left(A_{0}+A_{11}\right)_{k j} & =G(l, l)_{[-k-1,-j-1]} \\
\left(A_{0}+A_{22}\right)_{k j} & =G(m, m)_{[-k-1,-j-1]} \\
\left(A_{12}\right)_{k j} & =G(l, m)_{[-k-1,-j+n-1]}  \tag{B.5}\\
\left(A_{21}\right)_{k j} & =-\left[\left(A_{12}\right)_{j k}\right]^{T}
\end{align*}
$$

The ranges for the indices $k$ and $j$ are thus changed from those in (B.1) to the more convenient $[0, \infty]$ uniformly.

## APPENDIX C. A SPECIAL CASE

The asymptotic behaviors computed in Section 4 for $T>T_{c}$ and in Section 5 of I for $T<T_{c}$ clearly do not include the important case in which one spin is on the defect line while the other is far away. The case where both spins are on the defect line has been computed ${ }^{(5)}$ for the line-defect model. The line-defect model is the special case where $E_{2}^{\prime}=\infty$ and the defect rows collapse into one line with coupling $2 E_{1}^{\prime}$. This model is particularly symmetric for the one-spin-on-defect case, and offers the possibility to derive the dispersion expansions in a unique form suitable for asymptotic analysis. Below we show the expansion for $T<T_{c}$ and then for $T>T_{c}$.

The guideline in making the expansion is to separate out the part of the matrix that can be inverted. This invertible matrix is $A_{0}$ for $T<T_{c}$ and $\bar{A}_{0}$ for $T>T_{c}$. In the special case where $E_{2}^{\prime}=\infty$ and $l=0$, it turns out that $A_{0}+A_{11}$ of (2.1) is invertible for $T<T_{c}$.

Restricted to the special case, let

$$
\left\langle\sigma_{0,0} \sigma_{m, n}\right\rangle=\operatorname{det}^{1 / 2}\left(\begin{array}{cc}
A_{1}+A_{11} & A_{12}  \tag{C.1}\\
A_{21} & A_{2}+A_{22}
\end{array}\right)
$$

Before giving the submatrices explicitly, we explain their connection with those in Appendix B. The submatrix $A_{2}$ is the same as $A_{0}$ in (2.2); $A_{12}, A_{21}$, and $A_{22}$ are the same as in (2.1) restricted to this special case; $A_{11}$ in (C.1) is zero, because we have grouped the whole block into $A_{1}$ and have kept the null matrix only for notational convenience; finally, the upper left quadrant, when evaluated in this special case, can be expressed in the form of (2.2) with $C(\phi)$ replaced by $K(\phi)$.

The function ${ }^{(5)} K(\phi)$ will be given below; here we emphasize that, like $C(\phi)$, it satisfies the condition that $\ln K(\phi)$ is continuous and periodic and hence its determinant and inverse are calculable; therefore it has a canonical factorization $K(\phi)=K_{+}(\phi) K_{-}(\phi)$. This function should not be confused with the kernel $K_{p q}^{s t}(\phi, \theta)$ in the dispersion expansion.

The submatrices in (C.1) are of block Toeplitz form,

$$
\begin{align*}
\left(A_{p}\right)_{k j} & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi} a_{p}(\phi) \\
\left(A_{p q}\right)_{k j} & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \phi e^{-i(k-j) \phi} X_{p q}(\phi) b_{p q}(\phi) \tag{C.2}
\end{align*}
$$

The function $X_{p q}$ and matrices $a_{p}$ and $b_{p q}$ are given by

$$
\begin{gather*}
X_{11}=0, \quad X_{22}=\kappa\left(1-C^{2}\right)(\kappa+C)^{-1}(1+k C)^{-1} \exp (-2 m \Gamma) \\
X_{p q}=\left(1-\kappa^{2}\right)^{1 / 2} S_{p+} S_{q-}(\kappa+C)^{-1} \exp [-m \Gamma+i(p-q) n \phi], \quad p \neq q \tag{C.3}
\end{gather*}
$$

where the functions $C(\phi)$ and $\Gamma(\phi)$ are defined in Appendix A of $I$; and

$$
\begin{gather*}
a_{1}(\phi)=\left(\begin{array}{cc}
0 & K(\phi) \\
-K(\phi)^{-1} & 0
\end{array}\right), \quad a_{2}(\phi)=\left(\begin{array}{cc}
0 & C(\phi) \\
-C(\phi)^{-1} & 0
\end{array}\right)  \tag{C.4}\\
b_{p q}=\binom{S_{p-}}{(-1)^{p}\left(-i S_{p+}^{-1}\right)}\left((-1)^{q}\left(i S_{q-}^{-1}\right), S_{q+}\right)
\end{gather*}
$$

where $S_{p \pm}$ is the canonical factorization of $S_{p}$, and

$$
\begin{gather*}
S_{1}(\phi)=K(\phi), \quad S_{2}(\phi)=C(\phi) \\
K(\phi)=K^{-1}(-\phi)=[\kappa+C(\phi)][1+\kappa C(\phi)]^{-1}  \tag{C.5}\\
\kappa=\tanh \left[\left(2 E_{1}^{\prime}-E_{1}\right) / k T\right]
\end{gather*}
$$

The rest of the derivation follows Sections 2 and 3 of I closely, with the result

$$
\begin{align*}
& \left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle_{T<T_{c}} \\
& =M_{0} M \exp \left[-\sum_{k=1}^{\infty} \frac{1}{2 k}\left(\frac{-1}{2 \pi}\right)^{k} \sum_{\left\{p_{j}\right\}} \int_{-\pi}^{\pi} d \phi_{1} \cdots \int_{-\pi}^{\pi} d \phi_{k}\right. \\
& \left.\quad \times K_{p_{1} p_{2}}\left(\phi_{1}, \phi_{2}\right) K_{p_{2} p_{3}}\left(\phi_{2}, \phi_{3}\right) \cdots K_{p_{k} p_{1}}\left(\phi_{k}, \phi_{1}\right)\right]  \tag{C.6}\\
& \quad K_{p q}(\phi, \theta)=\frac{X_{p q}(\theta)}{1-e^{i(\phi-\theta)}}\left[1-\frac{S_{p+}}{S_{p-}}(\phi) \frac{S_{p-}}{S_{p+}}(\theta)\right]
\end{align*}
$$

Similarly, the above $T_{c}$ result is derived in the same way as in Sections 2 and 3. And

$$
\begin{align*}
& \left\langle\sigma_{l, 0} \sigma_{m, n}\right\rangle_{T>T_{c}} \\
& =(\operatorname{det} \bar{A})^{1 / 2} \left\lvert\, \sum_{k=1}^{\infty}\left(\frac{-1}{2 \pi}\right)^{k} \sum_{\left\{p_{j}\right\}} \int_{-\pi}^{\pi} d \phi_{1} \cdots \int_{-\pi}^{\pi} d \phi_{k}\right. \\
& \times \bar{H}_{p_{1}}\left(\phi_{1}\right) \bar{K}_{p_{1} p_{2}}\left(\phi_{1}, \phi_{2}\right) \bar{K}_{p_{2} p_{3}}\left(\phi_{2}, \phi_{3}\right) \cdots \bar{K}_{p_{k-1} 2}\left(\phi_{k-1}, \phi_{k}\right) \mid  \tag{C.7}\\
& \bar{K}_{p q}(\phi, \theta)=\frac{\bar{X}_{p q}(\theta)}{1-e^{i(\phi-\theta)}}\left[1-\frac{\bar{S}_{p+}}{\bar{S}_{p-}}(\phi) \frac{\bar{S}_{p--}}{\bar{S}_{p+}}(\theta)\right] \\
& \bar{H}_{p}(\phi)=-i \bar{X}_{1 p}(\phi) \bar{K}_{-}(\phi) \bar{K}_{+}(\phi)^{-1}
\end{align*}
$$

where $\bar{X}_{p q}=X_{p q} \exp (-i|p-q| \phi)$.
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